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Dataset None Total 1 2 3 4 5 6 7 8 / 9 10+ Neutral 
s(tk) 

N
o 

St
em

 

TWT 39.1% 60.9% 47.7% 28.7% 14.3% 5.9% 2.1% 0.8% 0.3% 0.2%  48% 
PoSENT140 28.4% 71.6% 40.8% 29% 16.1% 8% 3.6% 1.5% 0.6% 0.3% 0.1% 41.5% 
NegSent140 25.3% 74.7% 43.4% 28.3% 15.4% 7.4% 3.4% 1.3% 0.5% 0.3%  39.3% 

St
em

 TWT 31.8% 68.2% 41.6% 28.6% 16.6% 7.8% 3.3% 1.3% 0.5% 0.3%  42.3% 
PoSENT140 23.3% 76.7% 36.6% 28% 17.7% 9.5% 4.7% 2.1% 0.9% 0.4% 0.1% 36.6% 
NegSent140 18.7% 81.3% 36.9% 28.1% 17.4% 9.4% 4.7% 2.1% 0.9% 0.4% 0.1% 34.7% 
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 Datasets Total False Positive 
Rate (FPR) 

False Negative 
Rate (FNR) 

Correctly 
Identified 

AFINN Positive 1867 12.1% 32.6% 55.3% 
Negative 919 22.7% 32.4% 44.8% 

Emoticons Positive 1867 11.5% 31.1% 57.4% 
Negative 919 22% 31.7% 46.3% 

Emoticons & 
Valence 

Positive 1867 7.3% 23.9% 68.8% 
Negative 919 29.2% 25% 45.8% 
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q100 1.608 1.605 0.0702 5,129e-06 

q90 1.25 1.585 -0.405 7.235e-07 

q80 1.344 1.685 -0.376 3.007e-06 

q75 1.396 1.731 -0.3549 3.986e-06 

q70 1.434 1.766 -0.339 4.455e-06 

q60 1.514 1.843 -0.3114 5.464e-06 

q50 1.584 1.909 -0.2875 5.119e-06 

s(tk) = Σilni(tk) – Σjlpj(tk) 
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We live in a connected world where devices communicate with each 
other and humans use them as valuable tools. The use of mobile 
devices leaves traces that can be treasured assets for a forensic 
analyst. As mobile devices become more powerful, they can hold 
numerous personal data.  
 
Our aim is to investigate methods and exercise techniques that will 
merge all these valuable information in a way that will be efficient for 
a forensic analyst, via graphical representation of the underlying data 
structures. 

The project brings together different research areas and aggregates algorithms in order to 
automate procedures in forensic examinations while diminishes the work payload by focusing on 
specific areas of interest.   

The DEViSE Framework works as a data aggregator. It is a middleware between data sources and visualization tools.   

Network traffic aggregator 
plugin for DEViSE. 

The use of APIs for developers provided by social media companies can produce weighted graphs like the following. 
Our crawlers need the credentials of the person under investigation. We correlate the collected data and link entities 
that hold accounts in different social media. The plugin produces files that can be used by visualization tools. 

These graphs might be overpopulated and the analysis task might seem daunting. Taking 
into account that we can use data provided by a smartphone, such as the contact list or 
other interactions (calls, instant messenger logs, chats and sms texts) we provide various 
levels of proximity among the different entities.  
 
Here, entities that exchange messages and make calls with the person under investigation 
are placed closest to him/her. The 3D visualization scheme shows relations between the 
closest and distant ‘friends’.  

We developed a data migration mechanism 
able to work with sms data and perform 
sentiment analysis. We propose the use of a 
popular lexicon and we added features like 
the word valence and the presence of 
emoticons to strengthen the success rates 
of the scheme.  

The Sentiment Score calculation algorithm 
and the effectiveness of our approach. 

We use well tested open source 
tools providing costless solutions. 

Our results on the training set and on a 
different photoset produced by a smartphone.  

The classification module evaluates the 
variations from the expected digit deviations.  

Digit 2 

Digit 4 

This module aims to classify JPEG images stored in mobile devices as suspicious stego-carriers or as pure JPEG 
images. We examine the internal structure of the images during the dequantization phase and use the empirical 
Benford’s Law to build a model that describes the distributions of the first digits of the quantized coefficients (f.d.). 
The model is used to evaluate variations of the expected deviations of f.d. on the tested image and estimate the 
likelihood to be a stego-carrier. 


