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Drivers	for	Higher-Speed	DSLs	

•  MULTITUDE	of	5G	smaller	cells		
–  high-speed	low-latency	wired	support	
–  New	5G-fiber	cost	=	400B	euros	(for	europe,	DT	CTO,	2016)	

•  Fiber	theoreWcal	capacity	~	500	Tbps	
–  Today	supports	1	Gbps	to	100	Gbps	(access-network)		

•  BUT	
–  INSTALL	costs	$3000-$4000/home	(average)	

•  $4	trillion	globally	(instead	pay	naWonal	debts?)	
–  Successful	business	case	needs	<	1/10	of	this	cost	

•  The	copper	twisted	pairs	are	there	(1.3B)	
–  Run	fiber	part	of	the	way	($3000/10	homes	is	a	be`er	business	case)	
–  ConWnues	x	in	xDSL,	so	can	x=T?	

Ovum 2015 

Yes,	we	think	so	
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Vectoring	=	1st	Massive	(MU-)	MIMO	
(2001	invenWon/intro	to	standards)	

•  Massive	antennas	à	vec	DSLAM	
•  Purple	“Channel	Hardening”	à	copper	pairs	

–  Those	are	the	wires	with	crosstalk	canceled	
–  Then	Mu-MIMO/vectoring	again	Wi-Fi	to	device	from	gateway!	

•  It	is	indeed	the	same	signal	processing	
–  Diagonal	dominance	of	DSL	~	channel	hardening	

•  Use	of	linear	precoder	instead	of	non-linear	(up	to	a	point)	
•  Maybe	we	can	borrow	back	a	bit	from	Massive	MIMO’s	mmW	?	
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MIMO?	à	It’s	really	MISO	(or	SIMO)	

•  In	informaWon	theory	–	single-sided	coordinaWon	
–  Downstream	=	vector	broadcast	channel	(MISO)	
–  Upstream	=	vector	mulWple-access	channel	(SIMO)	
–  It’s	why	the	term	“vectoring	was	used”	(not	MISO/SIMO/
MIMO)	

•  MIMO	coordinates	BOTH	ends	
–  So	lots	of	antennas/wires	at	receive	side	in	same	place	
–  Some	early	“H”	DSL	(Voyan)	did	this	
–  But	not	physically	possible	when	the	homes	are	in	
different	places	
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Two	TDSL	Paths:	mulW	pair	&	single	pair	

6	

TDSL	

MulW	

easier	/	
convenWonal	

Bond	many	
Pairs	

for	cell	
site,maybe	

Single	

harder	-	use	
TM	/	TE	modes	

enormous	
bandwith	

or	range	at	
lower	

bandwidth	

Terabit/s	on	100	pairs	
(to	cell	or	distribuWon	pt)	

Terabit/s	on	1	pair	
(from	distribuWon	pt	to	home)	

Transmission-line	mode	 Waveguide	mode	



TDSL 7 !

7	

Phantoms	DSL	2-pair	(4x4)	
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Issues	with	“Phantom”	TDSL	

•  Only	back-haul	because	of	receiver	matching	
– Or	more	generally	receiver	coordinated	
processing	

•  May	need	too	many	“repeater”	points	
– Emissions	could	be	problemaWc	

•  Limited	use	-		
•  BUT,	it	is	a	Terabit	
•  How	about	a	Terabit/lineà	Waveguide	Mode	

5/8/17	 8	
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r = 0.5 mm 

rcopper = 0.25 mm 

plasIc	insulator	

copper	wire	

Air	cores	of		
waveguide	

Single	Pair:	Cable	Cross	SecWon		

•  Today’s	xDSL	on	the	copper	(differenWal	TEM	mode)	
–  And/or	the	air	gaps?	(green)	
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Surface	Wave	Transmission	
(1909	Sommerfeld	wave)	

•  Surface	Mode	(or	TM10)	
–  Waves	use	single	wire	in	TM	mode	as	guide	

•  E.g.	Goubau	antenna	or	“G-line”	
•  See	also	AT&T	“AirGig”	

–  EffecWvely	wireless	transmission	
•  Works	reasonably	well	(no	atmosphere	inside	cable)	
•  Dielectric	(plasWc)	can	help	(see	[Wiltske]),	p.	971)	

keep	energy	close	

–  Tube	with	non-uniform	dilectric	constant	
•  Conformal	mapping	of	1/r	dimension	

•  Energy	sWll	leaks	off	wire	if	bent	 Mathfaculty.com	

SW	
Energy	
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	Surface-Wave	Measurements	2006	

11	

•  Single	wire	TM01	
–  Wiltse’s	surface-wave	measurements	are	2mm	

wire	core,	not	0.5mm)	
–  Measures	a`enuaWon/m	

•  Wiltse	ExtrapolaWon	
–  .8	dB/m	@	.1-.3	THz	
–  Fa`er	wires		

•  Grischkowsky	has	.5	db/m	
–  For	.52mm	diameter	Cu	wire	
–  2nd	wire	would	probably	improve	transfer	
–  Like	in	twisted	pair	

•  100m	should	see	50-80	dB	

•  Bending	is	less	of	a	problem 		
–  Each	wire	has	a	TM	mode	
–  Between	wires	is	a	TEM	plasmon	polariton	mode	
–  2nd	TEM	“plasmonic”	(weaker?)	to	other	pairs	–	

somewhat	like	phantoms/split-pairs	
–  TIR	mode	
–  Surface	mode	(maybe	same	as	TM	…)	
–  3	--	4	modes	per	pair	

Wiltse	

Grischkowsky	
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3/6	difference	is	area	of	the	
free-space	in	a	triangular	
“waveguide”	=	.16r2	

AlWtude	of	triangular		
“waveguide”	=	.53r	

	
(600	GHz	is		λ/2	)	

	
If	plas:c	used		200	GHz	

r = 0.5 mm 

rcopper = 0.25 mm 

plasWc	insulator	

copper	wire	

With	2L	(say	100+)	wires,	there	can	be	
p(2L)	transmi`ers	(m=0,1,…)	
or	antennas	into	waveguide	gaps	(triangles)	
	
Many	reflecWons	to	any	spaWal	point:	
(waveguide	is	really	“Swiss	Cheese”	with	many	
interconnecWng	spaces).		Big	MIMO	opportunity.	
	
MIMO	matrix	with	Gaussian	entries	at	any	point	in	
space,	which	is	same	as	Rayleigh	fading	in	wireless,	
except	staWc	sample	
	
Equivalent	of	“tunable”	laser	with	vector-coordinated	
excitaWon?		(much	less	a`enuaWon	–	like	fiber?)	

Air	cores	of		
waveguide	

MIMO	
Processor	

Cross	SecWon	Geometry	
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Vectoring	=	Massive	MIMO	
•  Lets	try	m=1	with	TM	antenna(s)	wirelessly	exciWng	each	wire	end	

–  PhotoconducWve	antennas	perhaps?	
–  Both	polarizaWons	(TM	and	TE)	for	each	wire	

•  Or	possibly	for	pairs	of	wires	

•  There	is	also	a	TEM	plasmon	polariton	mode	
–  At	least	one,	really	two	
–  Could	think	of	this	as	dual	polarizaWon,	but	not	quite	really	
–  There	is	also	at	least	one	TIR	mode	(total	internal	reflecWon)	with	sheath	

•  Nominally	intersecWons	would	introduce	crosstalk	between	the	TMs	and	
TEMs	

–  Use	MIMO	or	MISO	(just	like	in	mmW	wireless	5G,	except	mmW/10)	
–  Will	tend	toward	log	normal	

•  “Swiss	Cheese”	Waveguide		
–  ULTRA	rich	sca`ering	(exactly	what	massive	MIMO	needs)	

•  Coupling	(splicing)	is	open	to	innovaWons,	but	photoconducWve	and	other	
types	of	antennas/lasers/detectors	do	exist	in	these	frequency	ranges	today.	
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Vectoring	~	Channel	Hardening	

•  Say	from	100	GHz	to	300	GHz	
–  Use	4096	tones,	so	roughly	50	MHz	wide	each	
–  Two	wires	in	a	pair,	and	two	polarizaWons	

•  Its	conceivable	that	even	2.5	bits/	tone	average,	so	1	Tbps	

CPE	1	

CPE	2	

0	

Old	DSLAM	
Port	1	

Old	DSLAM	
Port	2	

crosstalk	

“wireless”	

Customer	1	

Customer	2	

Vectored	
DSLAM	
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Model	

15	

•  Channel	(Grischkowsky)		

•  Xtalk	(this	paper)	
–  Log	normal	

•  20	dBm	total	transmit	power,	flat	transmit	PSD	

•  4096	subcarriers	from	100	GHz	to	300	GHz,	48.8	MHz	subcarrier	spacing	
–  Bit	loading	from	1	to	12	bits/Hz	
–  10%	phy-layer	overhead	removed	before	presenWng	results	
–  4.5	dB	coding	gain,	1.5	dB	implementaWon	loss	
–  Carriers	from	50	GHz	to	150	GHz	were	used	for	the	10	Gbps	results	

•  50	pairs,	vector	precoded	with	either	zero-forcing	linear	precoder	or	Non-Linear	Precoder	
(NLP)	using	Generalized	Decision	Feedback	EqualizaWon	(GDFE);	ideal	channel	esWmaWon	
assumed.	

•  -160	dBm/Hz	background	AWGN.		

•  We	also	add	in	a	TM2	and	TEM2	mode	for	400	GHz	to	500	GHz	(same	parameters)	

Mean	k=0	dB	
Var	=	6	dB	
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Results	in	Tbps	[down+up]/pair	

5/8/17	
16	

1	Tbps	at	100m	

•  Can	any	PON	get	1	Tbps	to	each	customer?	
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Bit	Loading	
(each	polarizaWon	of	1	wire)	

5/8/17	 17	
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Longer	Range,	Lower	Speed?	

100	Gbps	>	300m	

10	Gbps	>	500m	
(~0.5km)	
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Very-high	speed	TDSL	

5/8/17	 19	

•  Adding	TE2	and	TEM2	modes	from	400-500	GHz	
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Antennas	(analog	processing)?	

5/8/17	 20	

•  What	would	antennas	look	like	?	
–  Annular	rings	around	each	wire	end	
–  Also	at	CPE	side	

–  Possibly	mulWple	co-centric	rings	at	CPE	side	
–  CombinaWons	
–  Catch	as	much	dri{ing	energy	on	CPE	receiver	as	possible	(dual	for	upstream	transmi`er)	

•  What	would	coupling	to	waveguides	look	like?	(photoconducWve,	photodetect)	
–  It	may	be	feasible	to	have	on	die	a	coupler	in	this	200-400	GHz	frequency	range.	

•  Coupling	losses?	

•  Have	not	included	“nested	MIMO”	over	the	4	(or	more)	antennas	per	home	in	results	
–  This	will	be	a	large	improvement	(like	vector-bonding	in	mulW-line	DSL,	but	perhaps	be`er)	

•  Current	plots	ignore	this	improvement	
–  However,	we	were	opWmisWc	on	the	energy	loss	a{er	the	sheath-break	on	the	surface	waves	
–  The	two	effects	may	offset	
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Digital	Signal	Processing?	

5/8/17	 21	

•  Conversion	devices?	
–  Might	not	use	all	200	GHz,	but	sWll	…	
–  ADC’s	running	at	120	Gsamples/second	exist	(Jari`ech)	
–  Use	MulWcarrier	(AMT	instead	of	DMT)?	

•  Each	tone	could	have	its	own	ADC/DAC	(so	easily	available,	but	many	in	
parallel)	

•  Processing	CapabiliWes	
–  Vector	Engine,	even	at	per	tone	of	50	MHz	
–  .1-.25	Giga-ops	per	tone	
–  Tera-ops	for	a	full	system		

•  Current	Nvidia	Tesla	GP100	has	5	Teraflops	in	16nm	CMOS	
•  4-7	nm	on	immediate	horizon	and	should	allow	cost	reducWon	

–  Within	emerging	capabiliWes	
–  Start	at	100	Gbps	instead	(1/10	the	cost)?	
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OpportuniWes	–	Measurements	

5/8/17	 22	

•  How	good	is	the	log-normal	model	for	waveguide	
modes’	xtalk?	
– Might	this	xtalk	be	larger?	

•  Even	10%	of	these	numbers	is	>>	“G.mgfast”	

•  A	real	cable	measurement	or	a	few	would	help	
–  These	modes	certainly	exist,	but	what	is	a`enuaWon?	
–  Best/reasonable	antenna/interface	designs?	
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What	about	yet-higher-order	modes?	

5/8/17	 23	

•  They	exist!	
•  Higher	bandwidths,	but	a`enuaWon?	

–  Unknown	for	now	
–  Likely	need	even	more	antennas/wire	(MIMO)	
–  10	meters	(instead	of	100m)	might	work	

•  Not	clear	if	waves	could	be	focused	like	surface	waves	by	MIMO	
processing	to	“hug	the	wires”	as	they	separate	and	go	to	individual	
homes	

•  Grounded	shield	would	contain	them	though	
–  PDSL?		(P=Petabit	or	1015)	

•  TDSL	will	probably	be	enough	for	now	
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Conclusions	

•  TDSL	is	technically	feasible	with	100	pairs	and	phantoms	used	for	
backhaul	
–  Also	roughly	1	Tbps	@100m,	100Gbps	at	300m,	10	Gbps	at	500m	

•  But	of	course	on	ALL	100	pairs	used	together	
•  SWll	could	be	very	useful	for	5G	cell	mulWtude	

•  Terabit/s	DSL	per	home	(or	small	cell)	also	appears	feasible	
–  Using	waveguide	modes	and	vectoring	–	SINGLE	pair	
–  Measurements	of	a`enuaWon	would	help	refine	rate/range	

•  Probably	with	MIMO-channel	characterizaWon	used	
•  Could	be	expensive	to	prototype	

–  Because	of	processing/converter	speeds	involved	

•  Is	it	worth	it?		(or	should	we	spend	$4	Trillion	to	replace	all	the	
copper	with	fiber	instead,	say	in	the	next	3-5	years	…..	Or	century?)	
–  Would	5G	small	cells	be	accelerated	since	this	would	reduce	

deployment	cost?	

5/8/17	 24	
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Back	UP	

5/8/17	 26	
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Bare	metal	wire	waveguide	

•  Surface	plasmon	polariton	
–  EM	surface	wave	that	travels	along	an	interface	between	metal	(negaWve	permi�vity)	and	

dielectric	(posiWve	permi�vity)	based	on	surface	electron	density	changes	below	metal’s	
plasma	frequency	

•  Phase	velocity	and	group	velocity	is	same	(like	free	space)	à	no	dispersion	if	frequency	is	way	below	
plasma	frequency	

–  E-field	decays	exponenWally	verWcal	to	the	wire		
à  energy	is	confied	near	the	conductor	so	no	1/r	type	of	path	loss.	Only	small	ohmic	loss	due	to	electron	

sca`ering	à	small	in	materials	with	high	conducWvity	and	high	frequency		
à  Loss	about	0.1%~0.25%	of	field	strength	in	1cm	à	0.86dB/m	~	2.1dB/m	@	0.25THz		

–  Problems	
•  TM	mode	à	Hard	to	generate	radially	polarized	EM	wave	&	low	coupling	coefficient	
•  Need	to	be	straight	à	lose	energy	due	to	bending	
•  ConnecWng	two	metal	wires	are	not	easy	

5/8/17	
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Splicer	

5/8/17	 28	


